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Neural-Network-Based Variable Structure Control of
Electrohydraulic Servosystems Subject to Huge

Uncertainties Without Persistent Excitation
Chih-Lyang Hwang,Associate Member, IEEE

Abstract—A novel scheme investigating a radial-basis-function
neural network (RBFNN) with variable structure control (VSC)
for electrohydraulic servosystems subject to huge uncertainties
is presented. Although the VSC possesses some advantages (e.g.,
fast response, less sensitive to uncertainties, and easy implemen-
tation), the chattering control input often occurs. The reason for a
chattering control input is that the switching control in the VSC is
used to cope with the uncertainties. The larger the uncertainties
which arise, the larger switching control occurs. In this paper,
an RBFNN is employed to model the uncertainties caused by pa-
rameter variations, friction, external load, and controller. A new
weight updating law using a revision ofe-modification by a time-
varying dead zone can achieve an exponential stability without
the assumption of persistent excitation for the uncertainties or
radial basis function. Then, an RBFNN-based VSC is constructed
such that some part of uncertainties are tackled, that the tracking
performance is improved, and that the level of chattering control
input is attenuated. Finally, the stability of the overall system is
verified by the Lyapunov stability criterion.

Index Terms—Electrohydraulic servosystems, persistent exci-
tation, radial-basis-function neural network, variable structure
control.

I. INTRODUCTION

T HE development of reliable electrohydraulic elements
interfaced to microcontrollers has been the most sig-

nificant factor in the renaissance of the hydraulic systems.
The electrohydraulic servovalves serve as interfaces between
the electrical devices and the hydraulic system. They are
capable of converting the low-power electrical inputs into
the movement of spools to precisely control a large-power
low-speed hydraulic actuator. For instance, they are used
extensively in such applications as computer numerical control
machine tools, aircraft, ship steering gear, and test machinery
[1]–[5]. However, some nonlinear time-varying phenomena,
such as the relationship between input current and output flow,
fluid compressibility, deadband due to the internal leakage
and hysteresis, friction in the cylinder (or hydraulic motor),
and external load [6], [7], make the control or modeling of
hydraulic systems difficult.
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The controller designs for these control systems can be
variable structure control (VSC) (e.g., [8] and [9]), adaptive
control (e.g., [10] and [11]), and fuzzy control. The distinct
controller has its own advantages and disadvantages. Although
VSC provides a robust means for controlling a nonlinear
dynamic system with uncertainties, it always results in a
chattering control input due to its discontinuous switching
control used to deal with the uncertainties. The larger the
uncertainties which take place, the larger is the switching
control which occurs. The chattering control input has some
drawbacks, e.g., easy damage of mechanism and excitation of
unmodeled dynamics. Hence, how to obtain a chattering-free
VSC with an acceptable tracking result for the electrohydraulic
servosystems subject to enormous uncertainties becomes an
important topic.

The most commonly used method for attenuating the chat-
tering control input is the boundary layer method [12]–[15].
Indeed, the control input is smoother than that without using
a boundary layer. However, its stability is guaranteed only
outside of the boundary layer, and its tracking error is bounded
by the width of boundary layer [12]–[15]. In this paper, a
radial-basis-function neural network (RBFNN) is employed
to model the uncertainties caused by parameter variations,
friction, external load, and controller. Then, an RBFNN-based
VSC with time-varying switching gain and boundary layer [9]
is designed such that some part of the uncertainties are tackled,
that the tracking performance is improved, and that the level
of chattering control input is attenuated. The reason to use an
RBFNN but not to use another neural network (e.g., multilayer
neural network [16]) is that the RBFNN results in the nonlinear
maps in which the connection weights occur linearly. Hence,
the stability of the overall system is not difficult to accomplish,
the updating law for adjusting is substantially simplified, and
the convergence of connection weights is rapid [7], [17]–[19].
Furthermore, many papers examine the neuro control or neural
network modeling for nonlinear systems [20]–[23].

Numerous papers discussing adaptive control for the system
in the presence of disturbances were given one or two decades
ago. For example, a dead zone in the adaptive law [24]–[26]
guarantees the boundedness of all the signals in the adaptive
loop. In addition, [24], as well as [26], restrict the search region
of parameter space by usinga priori information about the
bound of parameter. An extra term of the form in the
adaptive law for adjusting the parameterintroduced in [27]
is referred to as -modification. In [28], an -modification
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is designed to improve the performance of the system in all
respects, while retaining the advantage of assuring robustness
in the presence of disturbances without the requirement of
persistent excitation (PE). In this paper, a revision of-
modification using a time-varying dead zone is employed to
achieve an exponential stability without the assumption of
PE for the uncertainties. Whatever the uncertainties which
occur, its assumption about PE is not assigned so that the
controller design is more practical because of the difficulty of
satisfying the PE condition in an RBFNN [29]. Hence, without
the assumption of PE [16], [29], the proposed updating law can
force the connection weights of the RBFNN into the vicinity
of their optimal values. Together with the robustness of VSC,
the control performance of an electrohydraulic servosystem in
the presence of huge uncertainties is excellent.

II. PROBLEM FORMULATION

First, the dynamics of an electrohydraulic servosystem is
considered as follows. The relationship between the servovalve
displacement (m) and the load flow (m /s) is
described in the following servovalve equation:

(1)

where denotes the servovalve flow-pressure coefficient
(m /s/MPa), stands for the load differential pressure
(MPa), and is called the servovalve flow gain, given by

(2)

where denotes the discharge coefficient (dimensionless),
is the area of gradient (m), represents the fluid mass

density (kg/m) and is the supply pressure (Mpa). The
continuity equation to the hydraulic motor chamber gives

(3)

where is the volumetric displacement of the motor
(m /rad), is the angular position of the motor shaft
(rad), denotes the total leakage coefficient of the motor
(m /s/MPa), is the total compressed volume (m), and
denotes the effective bulk modulus of the system (MPa). The
torque balance equation for the motor is depicted as follows:

(4)

where denotes the total inertia of the motor and load
(m N s ), is the viscous damping coefficient of the load
(m N s), denotes the torsional spring gradient of the load,
and the uncertain load is symbolized by (m N)
which can be external load, stick–slip friction, Coulomb fric-
tion, and Stribeck friction [6], [7]. Substituting (1) into (3)
gives

(5)

where denotes the total flow-pressure coef-
ficient (m /s/MPa). Furthermore, the relationship between the
servovalve displacement and the applied voltage to servovalve
is described as follows:

(6)

Fig. 1. The control block diagram of the overall system.

where is the servovalve gain. Define the following state
variables:

(7)

Then, the state variable equation describing the dynamics of
the electrohydraulic servosystems is achieved as follows:

(8)

where

(9)

The objective of this paper is to design a radial-basis-
function neural-network-based VSC (NNBVSC) for the elec-
trohydraulic servosystems (see Fig. 1) subject to huge uncer-
tainties resulting from and
the controller itself which are not necessarily PE. Without the
occurrence of a chattering control input, the angular position

tracks the desired angular position as close as
possible.

III. CONTROLLER DEVELOPMENT

The design procedure of the VSC is a two-stage process
[7]–[9], [12]–[14]. The first phase is to choose a switching
surface which is stable and has a desired behavior. The
second phase is to determine a control law that forces the
system’s trajectory into the neighborhood of switching surface
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satisfying some conditions such that an asymptotical tracking
can be guaranteed [9]. In the following section, the traditional
VSC for the electrohydraulic servosystem is first discussed.

A. Traditional VSC

Define the following switching surface:

(10)

where are chosen such that the dynamics of
are stable and have the desired eigenvalues. The

assumptions of this section are described as follows.

A1)

A2) .
A3) are known, bounded, and

continuous.
A4) is available.

Remark 1: Assumption A1 reveals that the nominal system
parameters and the upper bound of parameter uncertainties
are known. Similarly, Assumption A2 indicates that an upper
bound of uncertain dynamic load is known. However, if
the system uncertainties are huge, the information of

or or is difficult to obtain because
overconservative design of the controller makes the system
response oscillatory or even unstable [12]–[15]. If all the states
are not available, an observer combined with a controller can
be employed to deal with this kind of control problem (see,
e.g., [19]).

The following theorem discusses the traditional VSC for
the electrohydraulic servosystem (8), (9) under Assumptions
A1–A4.

Theorem 1: Consider the electrohydraulic servosystem (8),
(9) and the following VSC (11):

(11)

with

(12)

(13)

where

(14)

Under Assumptions A1–A4, asymptotically follows
and is bounded.

Proof: See [9] for a similar result.
Remark 2: The symbol in (13) can be modified as

, where denotes a constant width of boundary layer,
to reduce the chattering control input. However, its stability is
guaranteed only outside of the boundary layer, and its tracking
error is bounded by the width of boundary layer [12]–[15].

B. RBFNN-Based VSC

From the result ofTheorem 1, if the upper bound of system
uncertainties (i.e., or ) or un-
certain dynamic load (i.e., ) is tremendous, the switching
gain is large. Then, the chattering control input results
from (13). Under this circumstance, the magnitude or change
rate of control input may exceed the limited value of the
servovalve, the system stability is possibly not guaranteed and
the system performance is poor. Although the boundary layer
method can attenuate the degree of chattering control input,
its stability is ensured only outside of the boundary layer.
Hence, the asymptotical tracking often cannot be attained.
The main reason of resulting in a large switching gain is
due to the poor modeling. Besides the original modeling
of the electrohydraulic servosystem, the modeling of system
uncertainties or uncertain dynamic load or uncertainties caused
by the controller should be established for the controller
design. Then, the switching gain in (14) is reduced; the level of
chattering control input is attenuated. This is the motivation
of this paper. Before designing the proposed controller, the
condition for the operating point to converge into the origin
is described in the sequence.

First, the dynamics of the switching surface (10) can be
rewritten as follows:

PE (15)

where

(16)

Then, the solution of (15) is described as follows:

(17)

Because the dynamics of the switching surface (15) are stable,
there exist two positive constants and such that

(18)

The following theorem examines the stability of switching
surface as .

Theorem 2: If the dynamics of the switching surface (15)
satisfy the following inequality for ,
where , and its initial condition is
bounded, then with a rate as .

Proof: See [7] or [9] for a similar result.
Remark 3: Based on the Cayley–Hamilton Theorem, the

matrix can be expressed as a 3 3 matrix. Then,
from (18), and can be determined; hence, the value of

is found because . If the poles of the
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matrix are all assigned at the more left region of theplane,
the value of becomes smaller.

The following assumption is required for the derivation of
the proposed controller inTheorem 3.

A5) The system uncertainties caused by parameter vari-
ations, external load, tracking error, and controller
are continuous, bounded, but unknown. They can be
approximated by the following neural network:

(19)

where
(where ), and

which is
a compact set denotes a modified
radial basis function

(20)

represents an unknown but fixed vector
satisfying the following inequality:

(21)

and is unknown, but bounded. Furthermore, it
is relatively bounded by the following inequality [26]:

(22)

Remark 4: The selection of radial basis function in (20) is
due to the fact from (19), (24), (9) and

Hence, the number of radial basis function is reduced.
The following theorem is the main result of this paper.

Theorem 3: Consider the system (8) and (9) and the control
law (23)

(23)

with

(24)

(25)

where

(26)

is defined in (27), shown at the bottom of the page,

(28)

(29)

(30)

(31)

and (32), shown at the bottom of the page. The overall
system satisfies the following conditions: 1) a stable switching
surface (10); 2) ; 3)
Assumptions A1–A5; and 4)

. The controller
(23) is employed to the system (8) and (9), then

are bounded and with a rate
as .

Proof: See the Appendix.
Remark 5: According to the result (32), one reasonable

choice of time-varying boundary layer is expressed as
follows:

(33)

if where
otherwise

(27)

(32)
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To ensure , the following selection of time-varying
switching gain is given

(34)

Remark 6: A salient feature of weight updating law (26) is
the time-varying dead zone . The updating algorithm
stops when the operating point is inside the exponential
tracking region according to theTheorem 1(i.e.,

); otherwise, the updating algorithm
executes. The first term in the right-hand side of (26) is to
deal with the uncertainties caused by the estimated weight
error . Furthermore, its second term
(or revised -modification of [28]) is used to ensure the
boundedness of estimated weight without the require-
ment of PE (allude to the proof of this theorem) [16], [21],
[28]. Hence, the conditions and
are not necessary for small values of and . From the
result of the proof in the Appendix, the invariant set for
the connection weight is described as follows:

. If
, then . Hence, the acts an important role for the

convergent region of connection weight .
Remark 7: Substituting (33) and (34) into (29) and (30)

gives

In general, if and is sufficiently small.
Then, . Hence,

If , then
. That is, the condition 4) in

Theorem 3can be satisfied after a suitable selection of control
parameters. In addition, the condition 4) can be relaxed if

is considered for the time-varying
dead zone, i.e., . However, the stability
of the closed loop becomes complex.

Remark 8: As compared with the equivalent control
in (12), (24) has an extra term to deal with the
uncertainties. Moreover, the switching control in (25)
is a smooth (or continuous) function; no chattering control
input occurs [7], [9].

IV. SIMULATIONS AND DISCUSSIONS

The electrohydraulic servosystem with the following nom-
inal parameters:

Mpa Mpa

m

Mpa s m

N m s

m N s mV

m N rad kg m

m

and subject to an external load N m, is
simulated by the fourth-order Runge–Kutta method with 0.01-
s time interval. The desired trajectory is assigned

[5]. The coefficients of system (9) are described
as follows: s ,
s , s . The system contains poles

which are not all in a well-damped
region. The control gain and external load are
dependent on the state. Assume that the above servosystem
is subject to the following parameter variations:

, for . Furthermore, the upper bound of
uncertain control gain and related external load are expressed
as follows: s V and

s . The initial value of state and connection weight
is and . The stable switching
surface with the following coefficients:
and (i.e., the poles at 20, 30, and 40) is
chosen. The compact subset is

. The center of
the th kernel of the neural network for the normalized state
(i.e., and ,
where denotes the conversion factor between
degree and radian) is ,
and its elements . The
width of nodes for the neural network is .
The upper bound of unknown connection weight is assumed
to be and the value of is assigned as 250.

Let , and ; i.e.,
100% and 50% of bias for the parameter variations which are
not the signals with PE. The following control parameters:

and are used to achieve the simulated responses
shown in Fig. 2. The proposed control scheme not only has
the superior steady-state tracking accuracy, but also possesses
acceptable transient performance. The maximum tracking error
after transient response is about 0.08, which is 1.6% of the
amplitude of the desired trajectory (see the solid line in Fig. 4).
The control input is smooth. The operating point is in the
neighborhood of the switching surface due to the time-varying
feature of the desired trajectory. The uncertainties in Fig. 2(d)
are indeed huge; the learning uncertainties using the proposed
neural network capture the dominant feature of the uncertain-
ties. Owing to the advantage of the VSC, the excellent tracking
performance in Fig. 2(a) is accomplished under the subjection
of tremendous uncertainties. The connection weights are all
bounded and they will be shown later. Moreover, no prior
training requirement for the connection weight makes the
control problems more practical to implement.

Because the traditional VSC cannot deal with the system
with huge uncertainties, the time histories for the Fig. 2 case
using the control law inTheorem 1are unbounded. The time
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(a) (b)

(c) (d)

Fig. 2. Time histories of neural-network-based variable structure control withp1 = 90; p2 = 2600; p3 = 24000; � = 0:25; hii = 1; �� = 5; 1 = 100 for
the system subject to parameter variations of 100% bias except 50% bias of parameterb and external loadTl = 2sin(4�m). (a) �d(t)(� � �) and�m(t)(—).
(b) u(t). (c) �(t). (d) 3

i=1
�ai(t)xi(t) � �b(t)ueq(t) + d(t) � �(t) (- - -) and WT (t)�(x; z)(___).

histories for the system subject to small parameter variations
(e.g., 40% bias) and the external load N m
using the control inTheorem 1are shown in Fig. 3. Further-
more, the time histories of the Fig. 3 case with uncertainties
larger than 45% bias will be unbounded. Comparing the results
of Figs. 2 and 3, the following conclusions are given: 1) the
tracking performance of the traditional VSC is often poor, as
the system is subject to tremendous uncertainties (see Figs. 2
and 3); 2) the control input of the traditional VSC in the
presence of huge uncertainties is always chattering and given
too much to the system, resulting in the oscillatory response
of system output [see Figs. 3(a) and (b)]; and 3) from the fact
of 2), the operating point is not in the vicinity of switching
surface as compared with Fig. 2(c).

In the sequence, the effects of the control parameters in
Theorem 3, and are investigated. If control
parameter in the Fig. 2 case is changed to ,
its maximum tracking error (i.e., 0.05after a short transient
period) is smaller than that in the Fig. 2 case (i.e., 0.08after
a short transient duration, see Fig. 4). However, its transient
response of control input is larger than that in the Fig. 2 case
(comparison between Figs. 2(b) and 5). If control parameter

in the Fig. 2 case is changed to , its maximum

tracking error (i.e., 0.05 after a short transient interval) is
smaller than that in the Fig. 2 case (i.e., 0.08after a short
transient period, see Fig. 4). However, the time histories of
steady state for contain higher frequencies as compared
with that for . In addition, the time histories of
connection weight for are possibly unbounded (refer
to the dashed line in Fig. 6). It could be dangerous if the
controller keeps executing. Furthermore, if the dead zone for
the update of connection weight is set to zero simultaneously
(i.e., ), the responses of connection weight
diverge faster than those without-modification in (26) (i.e.,

allude to Fig. 6). The larger value of
which occurs, the more oscillatory response and the faster
convergence to zero of connection weight happens (see solid
lines and dashed-double-dot lines in Fig. 6). The effect of the
size of the dead zone (i.e.,) are presented in Fig. 7. From
Fig. 7, the more oscillatory response of connection weight for
the smaller value of is obtained; in addition, the response of
connection weight for smaller value of can more approach
the optimal (or true) value of connection weight. If control
parameters and in the Fig. 2 case are
changed to and or and , their
responses are similar to those in Fig. 2. For brevity, those
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(a) (b)

(c)

Fig. 3. Time histories of traditional VSC for the system subject to parameter variations 40% bias and external loadTl = 2 sin(4�m). (a) �d(t) � �m(t).
(b) u(t). (c) �(t).

are left out. In short, a small value of should be chosen
to prevent the possible divergence of connection weight. Too
large a value of deteriorates the tracking performance owing
to the poor learning of uncertainties. The selection ofis
not very critical. To avoid the large transient response, the
switching control gain is chosen from a small one and
then increases to enhance the tracking performance under the
consideration of transient response. The selection of control
parameters and is not strict.

If the parameter variations are changed into half of random
signal and half of bias, the response of tracking performance
[i.e., Fig. 8(a)] is still acceptable and its maximum tracking
error is about 0.16, which is twice that of the Fig. 2 case.
The control input [i.e., Fig. 8(b)] is also smooth enough as
compared with Fig. 2(b). The response of connection weight
is bounded and has a similar response of the Fig. 2 case shown
in Figs. 6 and 7. For simplicity, those are omitted.

V. CONCLUSION

The reason for a chattering control input is that the switching
control in the VSC is used to deal with the uncertainties of
electrohydraulic servosystems caused by parameter variations,
friction, external load, and controller. The larger the uncer-

Fig. 4. Time histories of tracking error for NNBVSC of Fig. 2 case with
different control parameters: ___ for1 = 100; � = 0:25, - - - for 1 = 200;
� = 0:25, and -.-.- for1 = 100; � = 0.

tainties which arise, the larger the switching control which
occurs. In this paper, an RBFNN has been applied to model
these uncertainties. A new adaptation law using a revision
of -modification by a time-varying dead zone can achieve
an exponential stability without the assumption of PE for the
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Fig. 5. Time histories of control input for NNBVSC of Fig. 2 case, except
control parameter1 = 200.

(a)

(b)

Fig. 6. Time histories of typical weightsw1(t) andw128(t)for NNBVSC
of Fig. 2 case with different control parameters: ___ for� = 0:25; �� = 5,- - -
for � = 0; �� = 5, -.-.- for � = 0; �� = 0, and -..-.. for� = 0:5; �� = 5.
(a) w1(t). (b) w128(t).

uncertainties or radial basis function. Then, an RBFNN-based
VSC was designed. As compared with the traditional VSC, the
proposed NNBVSC can cope with extra uncertainties to obtain
an excellent tracking result without the occurrence of chatter-
ing control input. Furthermore, without the prior estimation

Fig. 7. Time histories of typical weightw128(t) for NNBVSC of the Fig. 2
case with different control parameter��: ___ for �� = 5, - - - for �� = 50, -.-.-
for �� = 150, and -..-.. for�� = 220.

(a)

(b)

Fig. 8. Time histories for NNBVSC of the Fig. 2 case (——) with different
parameter variations: half bias and half random (- - -). (a)�d(t)� �m(t). (b)
u(t).

of connection weight (e.g., off-line training) the initial weight
is set to zero (i.e., no compensation for extra uncertainties
with respect to VSC). This feature makes the proposed control
scheme more practical to implement. The simulations also
confirm the usefulness of the proposed controller. The author
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believes that the proposed control can be applied to many
practical control problems to ameliorate their performance
(e.g., control of biped locomotion robot [30]).

APPENDIX

Proof of Theorem 3

If there are no ambiguities, the arguments of variables are
omitted. Define the following Lyapunov function:

as or (A1)

Taking the time derivative of (A1) and using (26) and (27)
gives

(A2)

If , then . Obviously, the
exponential stability ofTheorem 2is obtained, i.e.,
with a rate as . Similarly, the case

is derived as follows. From (27),

(A3)

Substituting (A3) into (A2) and using (8), (10), (21)–(26) and
Assumptions A1–A5, gives

(A4)

where

(A5)

Then, from (A4), either , or
makes .

If , the operating point eventually converges
into the neighborhood of the switching surface, i.e.,

for . To ensure the exponential tracking based on
Theorem 2, should be satisfied. Then, from (27),
the condition 4), and triangle inequality,

is obtained. The solution of from the inequality
gives the result of (32). Furthermore, the satisfaction of

condition 4)
ensures a positive boundary layerin (32).

If ,
the estimation error of connection weight ultimately con-
verges to the vicinity of zero (i.e.,

). Hence, the estimation of
connection weight is bounded because of the fact
(21).

Therefore, either or increases too much, and
the Lyapunov function decreases so that both and
decrease as well. From (23) to (32), is bounded.
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